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S1 Supplementary Methods

S1.1 Genotyping error model

To account for genotyping errors, I distinguish
between the observed genotype X, and the ac-
tual genotype x. I assume the genotyping error
rate ε is constant across loci, that errors occur
independently of each other, and that there are
no (heritable) mutations.

In the default error structure used, the
chance of observing a true minor homozygote
as major homozygote, or vice versa, is assumed
negligible (Table S1), based on own observa-
tions when scoring SNP array data in Illu-
mina’s GenomeStudio. True heterozygotes are
observed as either homozygote with probabil-
ity ε/2, and true homozygotes are observed as
heterozygous with probability ε, i.e. a allelic-
dropout-like error structure. Different error
structures can be easily implemented by chang-
ing the analogue of Table S1 in the source code.

Table S1: Default probabilities used of observing
genotype X, conditional on actual genotype x.

X
x 0 1 2

0 1-ε ε 0
1 ε/2 1-ε ε/2
2 0 ε 1-ε

The probability that a given observed geno-
type is erroneous depends slightly on the al-
lele frequency, similar to in e.g. Wang (2004).
Intuitively, the reason is that an observed ho-
mozygote for a very rare allele may be less
likely to be an actual homozygote (with prob-
ability q2) than to be an actual heterozygote
(ε/2 · 2q(1 − q)). Note however that in prac-
tice, q will typically exceed ε by several orders
of magnitude.

More formally, the joint distribution
P(Observed, Actual) is a function of the
frequencies of the actual genotypes, which are
assumed to be according to HWE, and the
conditional probabilities P(Actual | Observed)
are calculated as

P (Actual|Observed) =
P (Actual, Observed)

P (Observed)
=
P (Observed|Actual)P (Actual)∑2
x=0 P (Observed|Actual = x)

,

(S1)
where P(Actual) assumes HWE when both par-
ents of the focal individual are unknown, and

is otherwise dependent on the parental geno-
type(s) (see Equation 3). The error model used
assumes a slightly inflated number of observed
heterozygotes (of 2q(1− q) + ε), which will bias
the estimated allele frequencies q̂ upwards by
1/2ε(1 − 2q). This bias is corrected for, but is
negligible for typical error rates (ε = 0.005 –
0.01, (Anderson & Garza, 2006)) and the most
informative allele frequencies (q =0.3–0.5).

Note that null alleles are currently not ex-
plicitly incorporated. They are much less of a
problem than with microsatellite markers, but
occasionally a third allele may occur at a SNP
locus, which binds to neither probe of the SNP
array. Heterozygotes for such an allele may ei-
ther be scored as homozygote, or not at all.
Typically, however, such tri-allelic SNPs are
excluded during quality control, as they either
have low call rate, or show considerable devia-
tion from HWE.

S1.2 Likelihood equations

The general approach of the likelihood equa-
tions is explained in the Methods. Here, as an
example, all pairwise likelihood equations are
shown for a pair of individuals A and B, for a
maternal focal relationship, and B being older
than A (e.g. the question whether B is the
mother of A). For paternal focal relationships,
one can simply swap the interpretation of the
parental symbols below, currently meaning DA

for A’s mother, and SA for A’s father.
Each equation can be generalised to the sit-

uation where either or both A and B are sib-
ships, rather than individuals, in which case
one multiplies over all members of the sib-
ship(s), analogous to Equation 4.
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H0: Unrelated Firstly, the likelihood under the hypothesis that the pair is conditionally
unrelated is

L(U|A,B, . . .) = L(A,DA, SA)L(B,DB, SB) (S2)

where L(A,DA, SA) is defined in Equation 2, and . . . denotes the parents of A and B when
known.

H1–H2: First degree relatives The first alternative relationship (H1) considered is parent-
offspring (PO), with say B being the candidate mother of A

L(PO|A,B, . . .) =

L∏
l=1

∏
l

∑
y

∑
z

∑
v

∑
w

PMε(A = X|B = y, SA = z)Pε(B = Y |B = y, ε)PP (SA = z)×

PM (B = y|DB = v, SB = w)PP (DB = v)PP (SB = w) , (S3)

dropping subscripts l for brevity, and using the shorthand

PMε(A = X|B = y, SA = z) =
∑
x

Pε(A = X|A = x, ε)PM (A = x|B = y, SA = z) (S4)

If A and B do not have a different mother or a different father assigned, secondly (H2) the
likelihood of being full siblings (FS) is calculated,

L(FS|A,B, . . .) =

L∏
l=1

∏
l

∑
u

∑
z

PMε(A = X|DAB = u, SAB = z)×

PMε(B = Y |DAB = u, SAB = z)PP (DAB = u)PP (SAB = z) , (S5)

where DAB and SAB are the shared parents of A and B.

H3–H5: Second degree relatives The likelihood that A and B are maternal half-siblings is
given by

L(HS|A,B, . . .) =
L∏
l=1

∏
l

∑
u

∑
z

∑
w

PMε(A = X|DAB = u, SA = z)×

PMε(B = Y |DAB = u, SB = w)PP (DAB = u)PP (SA = z)PP (SB = w) , (S6)

and that they are grandparent and grand-offspring by (here via DA; via SA is considered too)

L(GG|A,B, . . .) =

L∏
l=1

∏
l

∑
u

∑
y

∑
z

∑
v

∑
w

∑
t

PMε(A = X|DA = u, SA = z)PP (SA = z)×

PM (DA = u|B = y,MGFA = t)PM (B = y|DB = v, SB = w)×
PP (DB = v)PP (SB = v)PP (MGFA = t)PP ∗(DA = u) , (S7)

where MGFA is the maternal grandfather of A, and PP ∗(DA = u) = Pε(DA = U |DA = u) for
DA known and genotyped, PP ∗(DA = u) = 1 for DA unknown, and when DA is a dummy parent
calculated from L(A) without the contributions of either grandparent or A.

The fifth alternative is full avuncular (H5), i.e. either parent of A (here DA) is a full sibling
of B,

L(FA|A,B, . . .) =
L∏
l=1

∏
l

∑
u

∑
z

∑
v

∑
w

PMε(A = X|DB = u, SA = z)PMε(B = Y |DB = v, SB = z)×

PM (DA = u|DB = v, SB = z)PP (SA = z)PP (DB = v)PP (SB = w)PP ∗(DA = u),
(S8)
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where SA also might be a FS of B, or either parent of B a FS of A.
As mentioned in the Introduction, L(HS | A, B) = L(GG | A, B) = L(FA | A, B) when

neither A nor B has a (dummy)parent assigned. Distinction between these three relationship
types can be made when either parent of B is known (Appendix C), or when the age difference
between A and B excludes some of the configurations (Appendix D).

H6: Third degree relatives Lastly, A and B may be third degree relatives. These are
considered to prevent false positive assignments, as some third degree relatives may have a higher
likelihood to be second degree relatives than unrelated - but will have an even higher expected
likelihood to be third degree relatives. Assigning third degree relatives is not attempted, as
the distinction with fourth degree relatives is difficult. Moreover, even if B were known to be
a great-grandparent of A, it would be unclear which of the 8 great-grandparents of A it was,
without knowledge on first and second degree relatives of A and B.

The likelihood to be third degree relatives is taken as the most likely scenario of half-avuncular
(HA), great-grand-parental (GGG), or full first cousins (CC):

L(HA|A,B) =
∏
l

∑
u

∑
z

∑
v

∑
w

∑
t

PMε(A = X|DA = u, SA = z)PMε(B = Y |DB = v, SB = w)×

PM (DA = u|DB = v,MGFA = t)PP (SA = z)PP (DB = v)PP (SB = w)×
PP (MGFA = t)PP ∗(DA = u) (S9)

L(GGG|A,B) =
∏
l

∑
y

∑
u

∑
z

∑
v

∑
w

∑
s

∑
t

PMε(A = X|DA = u, SA = z)PP (SA = z)×

PM (DA = u|s,MGFA = t)PMh(s|B = y, ql)PM (B = y|DB = v, SB = w)×
PP (DB = v)PP (SB = v)PP (MGFA = t)PP ∗(DA = u) , (S10)

L(CC|A,B) =
∏
l

∑
u

∑
z

∑
v

∑
w

∑
s

∑
t

PMε(A = X|DA = u, SA = z)PP (SA = z)×

PMε(B = Y |DB = v, SB = w)PP (SB = w)PM (DA = u|MGFAB = t,MGMAB = s)×
PM (DB = v|MGFAB = t,MGMAB = s)PP (MGFAB = t)PP (MGMAB = s),

(S11)

where PMh(s|B = y, ql) is the inheritance probability from a single parent (here B), and MGFA
and MGMA are the maternal grandmother and maternal grandfather of A, respectively. Under
HA, when the focal hypothesis is that A and B are relatives of type k, we consider the possibilities
that parent k of A is a paternal or maternal half-sibling of B, or that parent k B is a paternal
or maternal half-sibling of A.

It can be shown that similar to 2nd degree relatives, all 3rd degree relatives have the same
likelihood function when not conditioning on any parental or sibling genotypes. Therefore,
full great-uncle – great-nephew pairs, which would require summation over four (unobserved)
relatives, are currently not explicitly considered, as they either have a similar likelihood as HA or
GGG, or one of the ‘intermediate’ individuals is known making A and B conditionally unrelated.

Note that although there are up to 6 or 7 summations in each likelihood equation, many
short-cuts can be taken by the use of look-up tables. Moreover, as there are only 3 different
possible states per individual, this constitutes only 36 = 729 different joined states - identical
to the number of possible states for a trio on a microsatellite locus with 9 alleles, a very typical
number.

S1.2.1 Likelihoods for close inbreeding and double relatives

The explicit consideration of inbred configurations is not required to detect those, as they will
typically come about as by-products of parentage assignment and sibship clustering. However,
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when exploring the alternative hypothetical relationships, complex relationships (Figure 10)
need to be considered to avoid erroneous assignments. For example, if a mother and daughter
mate with the same male (as common in a.o. red deer, (Stopher et al., 2012)), their offspring
are related by 1/4 + 1/8 = 0.375 (HS + HA) and can easily be mis-identified as full siblings if
HS + HA is not explicitly considered. Erroneous assignment as a FS pair can have considerable
downstream consequences, by providing an erroneous ’core’ from which a sibship may grow.

When the focal individual is the result of a parent-offspring mating (HS + PO in Figure 10),
the assumption that the opposite-sex parent is a random draw from the population is severely
violated (hPP defined in Methods, below Equation 3). When considering say candidate mother
B for focal individual A (following the labelling in Figure 10), we consider the possibility that
A and B may share the same father SAB,

L(PO + HS|A,B) =
L∏
l=1

∏
l

∑
y

∑
z

∑
v

PMε(A = X|B = y, SAB = z)PP (SAB = z)×

PM (B = y|SAB = z,DB = v)Pε(B = Y |B = y, ε)PP (DB = v) , (S12)

as well as the alternative configuration, illustrated as SAB being a candidate father, and now
assuming DB = A non-genotyped,

L(PO + GP|A,SAB) =
L∏
l=1

∏
l

∑
y

∑
z

∑
v

PMε(A = X|DA = y, SAB = z)PP (SAB = z)×

PM (DA = y|SAB = z,DDA
= v)Pε(SAB = Y |SAB = y, ε) . (S13)

The maximum of L(PO) , L(PO + HS) and L(PO + GP) is used in comparison with the
likelihoods of the alternative scenarios.

When during sibship clustering a pair has a higher likelihood to be FS than any of the other
standard relationships, we additionally consider whether they may be HS plus a different type
of second degree relationship, or HS plus a third degree relationship. For example, when the
parents DA and DB of half-siblings A and B are PO, then A and B are also HA, and

L(HS + HA|A,B) =
L∏
l=1

∏
l

∑
z

∑
v

∑
w

∑
u

PMε(A = X|DA = w, SAB = z)PP (SAB = z)×

PMε(B = Y |DB = v, SAB = z)PM (DA = w|DB = v, SDA
= u)PP (DB = v)PP (SDA

= u) ,
(S14)

assuming DA is non-genotyped. If DA and DB are FS than A and B are HS plus first cousins,

L(HS + CC|A,B) =

L∏
l=1

∏
l

∑
z

∑
v

∑
w

∑
u

∑
v

∑
t

PMε(A = X|DA = w, SAB = z)PP (SAB = z)×

PMε(B = Y |DB = v, SAB = z)PM (DA = w|DDADB
= u, SDADB

= v)×
PM (DB = v|DDADB

= u, SDADB
= v)PP (DDADB

= u)PP (SDADB
= v) , (S15)

assuming both DA and DB are non-genotyped. If L(HS + HA) or L(HS + CC) exceeds L(FS)
than L(FS) is set to missing, as in absence of any assigned parents it cannot be determined
whether A and B are paternal HS with related mothers, or maternal HS with related fathers.

The modular structure of the source code allows additional types of relationships to be added
quite easily. This may be required if they are common in the population of interest, and otherwise
provide a large source of false positives. Double grandparents cannot be considered explicitly,
as their likelihood is indistinguishable from PO.
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S1.2.2 Inbreeding within sibship cluster

Within a sibship, a grandparent may also be an opposite-sex parent of one of the members, or
one sibship member may be the opposite-sex parent of another member. To incorporate these
possibilities, Equation 4 is generalised to

L(A) =
∏
l

∑
x

∑
v

∑
w

PM (DA = x|GMA = v,GFA = w)PP (GMA = v)PP ′(GFA = w)×

nA∏
i=1

I(Si = GFA)

mA,i∏
j=1

PMε(Ai,j = Z|DA = x,GFA = w)I(Si ∈ A)×

∑
u

PMε(Si = yi|DA = x, SSi = u)PP (SSi = u)PMε

mA,i∏
j=1

(Ai,j = Z|DA = x, Si = yi)×

I(Si 6= GFA)I(Si /∈ A)
∑
yi

PP (Si = yi)

mA,i∏
j=1

PMε(Ai,j = Z|DA = x, Si = yi) , (S16)

where PP ′(GFA = w) is calculated without the contribution of its shared offspring with DA,
and I are indicator variables taking the value 1 when true and 0 when false.

S1.2.3 Interconnected sibships

When considering various hypothesised rela-
tionships between sibship A and individual B,
or between sibships A and B, likelihood calcu-
lations are mostly performed over the sibship
cluster itself, and all sibships directly linked
to it (e.g. for a maternal sibship, all pa-
ternal sibships of the males with whom the
sibship mother mated). This is especially
useful when there are multiple opposite-sex
dummy parents, as using dPP (S1 = y1|x = 0)
and dPP (S2 = y2|x = 0), will give differ-
ent results from using

∑
x′
dPP (Si = yi|DA =

x′)dPP (DA = x′) for i = 1, 2. Especially
when A is small may dPP (S1) and dPP (S2) de-
pend strongly on each other; for example, if at
a locus A1 and A2 are both heterozygous, if
DA = 2, most likely S1 = S2 = 0, while when
DA = 0 most likely S1 = S2 = 2.

In some simpler scenarios, such as addition of
a half-sibling with no current parents, changes
in the connected sibships are presumed negli-
gible. The more distantly, indirectly connected
sibships are always conditioned upon (as as-
signed in the current pedigree), rather than in-
corporated in the likelihood. The latter ap-
proximation is necessary as the number of in-
terconnected sibship may become very large,
and calculations over such large webs are com-
putational intensive, while their contribution
to changes in the likelihood is much smaller

than the contributions of the focal and directly-
connected sibships.

To enable comparison of likelihoods calcu-
lated under the different hypotheses, only the
likelihood over the focal individuals should be
returned. Therefore, in parallel the likelihood
over all individuals except A and the other fo-
cal individual or sibship is calculated, and the
required likelihood is taken as the difference be-
tween the two.

S1.3 Differentiating between types
of second degree relatives

A long standing problem in pedigree re-
construction is the differentiation between
half-sibling (HS), grandparent–grand-offspring
(GG) and avuncular (FA) pairs (Figure S1) (see
e.g. Epstein et al., 2000), which all have an
pedigree relatedness of r = 0.25. One remedy
is to make use of the age difference of the pair
(Appendix D), but this provides no conclusive
distinction in species where the maximum re-
productive lifespan is several times longer than
the minimum generation time. Therefore, I
(additionally) condition on the genotype of the
(dummy)parents of the pair.

It is common practice to condition on the
maternal genotype when inferring paternities
(e.g. Marshall et al., 1998), because if an het-
erozygous individual has a major homozygote
as mother, it must have inherited the minor
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SB

A1 A2

SA1SA2

DDA

DA

B A1 A2

SA1SA2 DA

B

SB

SB

A1 A2

SA1SA2 DA B

HS GG FA

DDA DDA

Figure S1: The three types of second degree relation-
ships possible between individual B and sibship A with
siblings A1 and A2. The genotypes of the fathers (SA,
SB and SAB) are assumed unknown (denoted by grey
square boxes), and the genotypes of the mothers (DAi

and DB) may or may not be known.

allele from its father (bare genotyping errors).
Similarly, this approach has been used to dis-
tinguish between full sibs, half sibs and unre-
lated individuals within a single cohort (Wang,
2004). To our knowledge, however, such an ap-
proach has not been widely used to distinguish
between types of second degree relatives (but
see Anderson & Garza (2006)).

To illustrate, presume B = 1 (heterozygous)
and DB = 2 (homozygous for the rare allele,
as in the right column in Figure S2). Under
scenario HS (see Figure S1), SA (=SAB) must
be a carrier of the common allele, and

P (SA = 0|HS, B = 1, DB = 2)

=
q2

q2 + 2q(1− q)
=

q

2− q
P (SA = 1|HS, B = 1, DB = 2)

=
2q(1− q)

q2 + 2q(1− q)
=

2(1− q)
2− q

P (SA = 2|HS, B = 1, DB = 2) = 0, (S17)

while under scenario GG, SA only depends
on B, and is conditionally independent of DB,
and the probabilities are given by:

P (SA = 0|GG, B = 1) =
1− q

2

P (SA = 1|GG, B = 1) =
1

2

P (SA = 2|GG, B = 1) =
q

2
. (S18)

Lastly, under scenario FA, SA only depends on
DB, and is conditionally independent of B:

P (SA = 0|FA, DB = 2) = 0

P (SA = 1|FA, DB = 2) = 1− q
P (SA = 2|FA, DB = 2) = q. (S19)
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Figure S2: As Figure 3, illustrating how knowledge
of the genotype of B’s parent DB (columns) allows dif-
ferentiation between HS (solid black lines), GG (dashed
black) or FA (dotted grey), while these are indistin-
guishable when DB is unknown (solid grey lines). For-
mulae are given in Equations S17– S19 for a single mem-
ber Ai.

These different probabilities for the possible
genotypes of the unobserved SA, result in dif-
ferent probabilities for the observed genotypes
A and B, for all possible genotypes of DB,
as illustrated in Figure S2, and thus different
likelihoods for three alternative relationships.
Knowledge on DA does not help in the differ-
entiation, as it does not affect either the proba-
bility that SA inherits an allele from B, nor the
reverse probability. However, when generations
overlap or the age difference between A and B
is unknown, both DA and DB are required, as
it cannot be determined with certainty whether
B might be a full aunt or uncle of A, or instead
A an aunt/uncle of B.

S1.4 Parentage assignment

Parentage assignment is done by calculating
the pairwise likelihood between the focal indi-
vidual A and candidate parent B conditional
on the parent(s) in the current pedigree, SA
and DA (H1, 1, 0−6), as well as under the hy-
potheses that SA is unrelated (H0, 1, 0−6) or DA

is unrelated (H1, 0, 0−6) (columns in Table S2).
To these pairwise likelihoods over A and B the
likelihoods of DA and SA are added, to obtain
the total likelihood over all 2–4 individuals in-
volved. Similarly, the pairwise likelihoods over
A and current parent SA are calculated under
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PO FS HS GG FA HA U

PO B + SA B B B B B B

FS DA + SA DA

HS DA + SA DA

GG DA + SA DA

FA DA + SA DA

HA DA + SA DA

U DA + SA DA DA DA DA DA DA

PO FS HS GG FA HA U

PO N/A B + SA B + SA B + SA B + SA B + SA B + SA

FS DA + SA SA

HS DA + SA SA

GG DA + SA SA

FA DA + SA SA

HA DA + SA SA

U DA + SA SA SA SA SA SA SA

Currently assigned father (SA)
C

an
di

da
te

 p
ar

en
t (

B
)

Currently assigned mother (DA)

C
an

di
da

te
 p

ar
en

t (
B

)

Table S2: Scheme of quartet relationships considered
between a focal individual A, a candidate parent (B,
here assumed female) (rows), its previously assigned fa-
ther SA (top) and mother DA (bottom). Bold abbre-
viations as in Table 1. Values in middle cells indicate
which individuals will be assigned as parents when that
particular combination of pairwise relationships has the
highest likelihood; blank cells are not considered. Note
that consideration of candidate mother B may result in
joint assignment with current father SA (when L(PO +
PO) in upper matrix exceeds all others), but also in
loss of a currently assigned parent.

the condition of B being the parent (H0−6, ,1, 1,
top row in Table S2) or unrelated (H0−6, 1, 0,
bottom row), and the likelihoods of B and DA

addded, and analogously for DA.

Calculation of the likelihoods under all 2 ×
7 × 7 = 98 possible quartet scenarios appears
redundant; if for example candidate B truly
were a grandmother of A, and SA truly a full
sibling, the likelihoods under the hypothesis (U
+ FS) and/or (GG + U) would still exceed the
likelihoods under the hypothesis (PO + FS)
and (GG + PO), and the correct assignment
made. During initial parentage assignment, A,
B, DA and SA are always real genotyped in-
dividuals. During later parentage assignment,
DA and SA may also be dummy parents. In
that case, when scaling the pairwise likelihood
between A and B to the joined likelihood over
all individuals involved, the contribution of A
to say DA’s sibship is first divided out, to avoid
double counting.

Assignment of dummy parents to A, i.e. sib-
ship clustering, is performed in a separate step
from assignment of real parents. In contrast,

when assigning grandparents to sibship clus-
ters A, this step considers jointly all possible
candidates, both genotyped and dummy indi-
viduals.

S1.5 Age-difference based priors

The age difference between individuals can be
very informative in pedigree reconstruction, as
grandparents will on average always be older
than siblings, and in many species the two age
distributions may show little overlap. Ideally,
the effect of age difference on relationships is es-
timated jointly with the effect of genotypes in a
Bayesian MCMC framework (as e.g. in Master-
Bayes, (Hadfield et al., 2006)). However, this
approach can be very time-consuming when the
numbers of individuals and markers are large.
As an heuristic approximation, we assume that
the distribution of maternal and paternal ages
amongst assigned parents is identical to that
amongst non-genotyped parents. When a suffi-
cient number of individuals has been assigned a
sampled parents (by default a threshold of 25%
is used), it is possible to estimate from these
parental age distributions the empirical age-
difference distributions for maternal and pater-
nal siblings, maternal grandmothers, paternal
grandfathers, paternal grandmothers and ma-
ternal grandfathers, and avuncular pairs. Af-
ter extending the tails of these distributions, to
allow for biologically plausible but unobserved
values, and optional smoothing, use of these
age-based priors aids in the distinction between
various relationships in cases where the genetic
data is inconclusive. Implicitly it is assumed
that the age distribution and distribution of fe-
male and male age at reproduction remain ap-
proximately constant throughout the sampling
period. These assumptions can be relaxed in
future versions if needed, by using birth years
rather than, or in addition to, age differences.
The age prior appears robust against variation
in sampling number and sampling proportion
between years, but this has not been rigorously
tested.

We account for the fact that the distribution
of absolute age differences within the sample
is non-uniform, due to the finite time period
in which samples are necessarily collected. For
example, in a 10 year study period, sampling
each individual at birth, many more sampled
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individuals will have been born 2 years apart
than 10 years apart. We first calculate the pro-
portion of all pairs of individuals which were
born t years apart, PU,t, with

∑tmax
t=0 PU,t = 1.

We similarly calculate the number of mother-
offspring pairs born t years apart, as a fraction
PD,t of the total number of assigned mother-
offspring pairs, as well as for father-offspring
pairs, PS,t, maternal siblings PMS,t and pater-
nal siblings PPS,t. From this we calculate the
age-difference probability ratio

APR·,t =
P·,t
PU,t

, (S20)

which is stored in a user-editable text file,
rounded to 3 decimal places.

The age distribution of maternal grand-
mother - grandoffspring PMGM,t is obtained as

XMGM,u,v =

tmax∑
u=0

tmax∑
v=0

PD,uPD,v

PMGM,t =
∑
u+v=t

XMGM,u,v , (S21)

and analogous for paternal grandfathers (PGF)
and maternal grandfathers (MGF) / paternal
grandmothers (PGM). As a parsimoneous ap-
proximation, we assume the same age distribu-
tion for paternal and maternal aunts and un-
cles, as well as for full and half aunts and un-
cles. It is calculated from the grandparental
and parental age distributions as

XAU,u,v =
1

4

tmax∑
u=0

tmax∑
v=0

PD,tPMGM,t+

PD,tPPGM,t + PS,tPMGF,t + PS,tPPGF,t

PAU,t =
∑
u+v=t

XAU,u,v . (S22)

S1.5.1 Absence of age or sex informa-
tion

During parentage assignment, all opposite-sex
pairs of candidate parents for each individual
are considered. When the sex of one candidate
parent (say B) is unknown, it is considered in
pairwise combinations with all other candidate
parents, of both sexes. Once such an individ-
ual is assigned as father or mother, it is subse-
quently treated as a male respectively female.

Note that the likelihood for B to be a parent
instead of the other parent is considered as well
as the likelihood that both are parents, and a
sex only assumed for B once it is assigned as
part of a parent pair.

When the age difference between the candi-
date parent-offspring pair A and B is unknown,
an assignment can often still be made. When
individual A already has a parent DA assigned,
of different sex than B, the likelihood of B be-
ing a joined parent of A will differ from B being
an offspring of A. Alternatively, if A has un-
known birth year, and has no parents but does
have offspring, B must be at least 2 years (time-
units) older than A’s offspring to be assigned
as A’s parent.

S1.6 Sibship clustering

Clustering is performed by, for each candidate
pair in turn, either using the pair to found a
new sibship, when neither individual had yet
been assigned to a sibship of type k (maternal
or paternal); adding it to an existing sibship,
when one of the pair was already assigned to
a sibship of type k in an earlier step, or us-
ing it to merge two existing sibships, when the
pair members were previously assigned to dif-
ferent sibships of the same type. Each step is
followed through only when L(FS) or L(HS)
, calculated over the pair and all putative sib-
lings, exceeds the likelihoods under all other
relationships (max(ΛHS/∨,ΛFS/∨) > Tassign).

After clustering of all candidate pairs, all sib-
ships of the same type are considered for merg-
ing, to minimise erroneous splitting of true sib-
ships. Note that the relationship between sib-
ships A and B can be expressed as the relation-
ship between A1, A2, . . .An and dummy parent
DB, so that the considered relationships be-
come identical to the relationships considered
for pairs of individuals, as listed in Table 1.

Subsequently, all individuals who lack a par-
ent of type k are considered for addition to each
sibship of type k, to ensure that individuals
who are ambivalent with respect to their re-
lationship towards other lone individuals, may
get clustered due to the combined ‘evidence’
provided by those in an existing sibship.

9



S1.7 Simulation of SNP data

To simulate SNP genotypes, each pedigree was
split into generations, where those in genera-
tion 1 had neither parent known, those in gen-
eration 2 had either both parents in generation
1, or one parent in generation 1 and one un-
known parent, and those in generation g had
parents in generations < g, and possibly an
unknown parent. Founder genotypes (il = 0, 1
or 2) were simulated by drawing twice from a
binomial distribution, with probabilities equal
to the frequency ql of the reference allele, in
turn drawn from a uniform distribution be-
tween 0.3 and 0.5 (mimicking a selected subset
of highly informative SNPs). Loci were sim-
ulated as unlinked, and in linkage equilibrium
amongst founders. For subsequent generations,
the parental inherited alleles were drawn from a
binomial distribution with probability equal to
half the parental genotype if known, and prob-
ability ql otherwise. Data was made more real-
istic by setting 0.5% of individual locus geno-
types as missing, and replacing 0.1% of geno-
types by a random genotype, which may or may
not be identical to the original one. This is a
low error rate compared to some estimates (e.g.

0.5% per gene copy, Anderson & Garza (2006)),
but a realistic one after stringent quality con-
trol even in non-model species (e.g. 0.05%,
Hoffman et al. (2012)).

The function to simulate genotype data from
a known pedigree is included in the R package.

S2 Supplementary Results
and Discussion

S2.1 Threshold for assignment

As stated in the Results and illustrated in
Figure S3, the threshold Tassign for an opti-
mal trade-off between AR and ER will depend
amongst others on the proportions of differ-
ent categories of relatives in the sample: in
Pedigree I, lower values result in somewhat
lower ER and considerably better AR, while
in Pedigree III higher values of Tassign result
in lower ER and hardly affect AR (Figure
S3a). As the proportion of different relatives
are typically not known a priori, one approach
would be to run Sequoia with different values of
Tassign and/or Tfilter, and use the run with the
highest total likelihood. Encouragingly, when
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Figure S3: Effects of Tfilter and Tassign on AR and ER.
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Table S3: Alternative algorithm orders considered. ‘Rounds’ refers to the iterations in which each step is
executed.

Default A1 A2 A3 A4
Order Rounds Order Rounds Order Rounds Order Rounds Order Rounds

Sibling pairs 0 0 0 0 0
Cluster siblings 1 1 1 1 1
Merge sibships 2 all 2 all 2 all 2 all 6 all
Add to sibships 3 >1 3 all 3 >1 3 >1 7 >1
Sibship parents 4 >1 4 all 4 >1 6 >1 2 >1
Parentage 5 >1 5 all 5 >1 7 >1 3 >1
GG pairs 6 >2 6 >1 6 >1 4 >2 4 >2
Sibship GG 7 >1 7 all 7 all 5 >1 5 >1
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Figure S4: Effects of changing the algorithm order (x-axes, as in Table S3, D=Default) on AR and ER, when
run on identical datasets based on Pedigree II and 200 SNPs (left-most in each panel), Pedigree II and 100 SNPs
(middle) or Pedigree III and 200 SNPs. Averages over 3 replicate datasets shown.

analysing the same simulated data using differ-
ent parameter values, the run with the highest
total likelihood seems to consistently have the
lowest error rate, although this was explored in
detail only for assuming a monogamous breed-
ing system or not (Figure S9 below). For Pedi-
gree II, Tassign = 0.5 resulted in lower or ap-
proximately equal ER and similar or better AR
than Tassign = 0 or Tassign = 1, irrespective of
marker number (Figure S3b).

S2.2 Algorithm order

As there typically are only a handful of itera-
tions until convergence, and each step assumes
that all earlier made assignments are correct
(except durring parentage assignment), the or-

der of steps within each iteration is likely to be
relevant. The order was chosen to reduce error
rates to a minimum, especially in the first itera-
tion, as any error may potentially cause a snow-
ball effect of subsequent errors (although this
did not occur with any of the tested datasets in
the current version of the algorithm, due to nu-
merous build-in fail-safes). As explained in the
main text, several rounds of parentage assign-
ment are therefore performed prior to any sib-
ship clustering. The default order after parent-
age assignment is shown in the first columns of
Table S3, as well as a few alternatives. For ex-
ample, in alternative A3 assignment of grand-
parents assignment was performed prior to as-
signment of parents to sibships and singletons.
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Figure S5: Relationship between ΛPO/∨ and the proportion of bootstrap replicates in which that parent was
assigned for Pedigree II with 60% of parents genotyped, using (a) 100 SNPs or (b) 400 SNPs and 50 bootstrap
replicates. Red points indicate erroneous assignments. In panel (c), the LLR(parent/not parent) are shown of
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assignments, which all resulted in mismatches between the two inferred pedigrees (red circles), i.e. errors differed
between the two data subsets.

The default order always resulted in an equal
or lower ER and an equal or higher AR than
all of the alternatives (Figure S4). There is
no difference between alternatives A1–A3 for
the comparatively simple Pedigree II (left and
middle sections of each panel), while there is
a difference for the complex Pedigree III (right
sections). There, changing the algorithm or-
der especially increases the number of wrongly
assigned parents of dummy individuals (i.e.,
grandparents of sibships).

S2.3 Assignment confidence

To quantify the probability that inferred pedi-
gree links are correct, one can use a ‘forward’
approach, starting from presumed pedigrees, or
a ‘backward’ approach, starting from the ge-
netic and phenotypic data (Morrissey et al.,
2007).

Bootstrap is an example of the latter, as is
common in the inference of phylogenies since
proposed by Felsenstein (1985). Then, in each
of typically 20–200 bootstrap iterations, the
genotype data is permuted by sampling L loci
with replacement from the L available loci, and
the pedigree is re-reconstructed based on the
permuted genotypes. However, during initial
explorations 25% of correctly assigned parents
had a bootstrap probability below 90% when
using 100 SNPs (Figure S5a). This overly con-
servative estimate is probably related to the in-

creased dependency between markers in each
bootstrap replicate, as some markers are du-
plicated. Instead, one could split the mark-
ers into two equal sized subsets, and run se-
quoia on each half. When trialling this on
L1 = L2 = 100 SNPs, none of the incorrect
assignments based on either SNP subset was
repeated using the other subset. However, con-
sensus assignment rate over the two subsets will
be lower than when all SNPs are used, and the
error rate did not appear to differ. Splitting
the data repeatedly and using a larger subset
of markers (e.g. 80%) for pedigree inference
seems a promising albeit time-consuming av-
enue to estimate assignment confidence, but re-
quires more detailed investigation.

An example of a forward approach simula-
tion is implemented in Cervus, where founder
genotypes are generated according to popu-
lation allele frequencies, and offspring geno-
types derived by Mendelian sampling (Marshall
et al., 1998). A similar approach is used here to
estimate assignment and error rates (described
below, ‘Simulation of SNP data’)

Alternatively, one can use smart algorithms
to estimate the probability that at least one
candidate parent of an individual, which is not
an actual parent, has a value ΛPO/∨ that ex-
ceeds the value of the assigned parent, as for
example in Anderson (2012).
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Figure S6: Difference in performance of parentage
assignment by FRANz when using the default settings
(open diamonds) or using the option assisted by full sib
clustering (‘–fullsibtest’ and ‘–fullsibparental’; crossed
diamonds). Performance of FRANz in Pedigree I was
near perfect, leaving no space for possible improvement
by sibship clustering, while pedigree III contains very
few full siblings.
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Table S4: Datapoints underlying Figure 6: Effect of the number of independent SNPs on AR, ER and compu-
tational times in parent assignment using Sequoia, opposite-homozygosity based exclusion (OH-Excl) or FRANz.
All parental genotypes are assumed known in simulated datasets based on three different pedigree structures.
Each value denotes the average over 20 independent simulations.

Pedigree Assignment rate Error rate Computational time*
SNPs FRANz Sequoia OH-Excl FRANz Sequoia OH-Excl FRANz Sequoia OH-Excl

I 75 1 0.994 0.081 0 4.8E-04 0.92 03:01.0 00:13.3 00:01.4
100 1 0.998 0.425 0 4.3E-05 0.57 01:25.2 00:07.1 00:01.4
200 1 1 1 0 0 1.9E-04 00:32.3 00:09.7 00:01.4
400 1 1 1 0 0 0 00:49.4 00:15.9 00:01.6
600 1 1 1 0 0 0 01:12.0 00:22.4 00:01.7
800 1 1 1 0 0 0 01:25.8 00:29.0 00:01.8

II 75 1 0.995 0.125 1.0E-04 1.6E-03 0.84 03:17.1 00:12.2 00:01.1
100 1 0.999 0.262 0 2.5E-04 0.71 01:46.0 00:07.0 00:01.1
200 1 1 0.936 0 0 6.2E-02 00:33.8 00:07.0 00:01.2
400 1 1 0.999 0 0 7.5E-04 00:42.5 00:11.1 00:01.3
600 1 1 1 0 0 0 01:06.2 00:15.6 00:01.3
800 1 1 1 0 0 0 01:17.0 00:20.1 00:01.4

III 75 0.997 0.978 0.129 2.6E-02 5.7E-03 0.63 08:03.0 00:49.5 00:01.5
100 1 0.983 0.424 7.8E-03 6.0E-04 0.42 03:20.1 00:15.0 00:01.6
200 1 0.983 0.974 4.0E-03 0 7.0E-03 01:03.7 00:14.3 00:01.6
400 1 0.983 0.983 3.8E-03 0 0 00:58.3 00:22.2 00:01.8
600 1 0.983 0.983 3.8E-03 0 0 01:20.9 00:31.5 00:01.8
800 1 0.983 0.983 3.8E-03 0 0 01:43.7 00:41.5 00:02.1
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Figure S9: Difference in error rate (y-axis) and total log likelihood (x-axis) when running Sequoia on ‘full’ or
when assuming monogamy (‘mono’), on the same dataset. The reconstructed pedigree with the highest likelihood
always has fewer than, or an equal number of errors as, the alternative; i.e. erroneous assignments due to enforcing
monogamy are not spuriously increasing the likelihood.
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Figure S10: Effect of the proportion of genotyped parents in Pedigrees II and III, as well as the effect of
pedigree size (more individuals confounded with a deeper pedigree; 60% of parents genotyped) on AR, ER and
computational time; averages over 10 replicates are shown. Filled circles: Sequoia, open circles = Sequoia’s
parentage assignment only. Computational time increased with the number of individuals in an approximately
quadratic fashion, as one of the most computationally intensive steps is the identification of sibling pairs among the
approximately N2/2 pairs of individuals. Another strong determinant of the computational time is the number
of sibships S, as the merging step will consider around (S/2)2 combinations, and the subsequent step adding
individuals to existing sibships will consider order SN combinations.
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